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Figure 1. We present HeadCraft1, a generative model for highly-detailed human heads, ready for animation. Our method is trained on 2D

displacement maps collected by registering a parametric template head with free surface displacements to a large set of 3D head scans. The

resulting model is highly versatile, which can be demonstrated by fitting the latent code of the model to an arbitrary depth observation.

Abstract

Current advances in human head modeling allow to gen-

erate plausible-looking 3D head models via neural rep-

resentations. Nevertheless, constructing complete high-

fidelity head models with explicitly controlled animation re-

mains an issue. Furthermore, completing the head geom-

etry based on a partial observation, e.g. coming from a

depth sensor, while preserving details is often problematic

for the existing methods. We introduce a generative model

for detailed 3D head meshes on top of an articulated 3DMM

which allows explicit animation and high-detail preserva-

tion at the same time. Our method is trained in two stages.

First, we register a parametric head model with vertex dis-

placements to each mesh of the recently introduced NPHM

dataset of accurate 3D head scans. The estimated displace-

ments are baked into a hand-crafted UV layout. Second, we

train a StyleGAN model in order to generalize over the UV

maps of displacements. The decomposition of the paramet-

ric model and high-quality vertex displacements allows us

to animate the model and modify it semantically. We demon-

strate the results of unconditional generation and fitting to

the full or partial observation.

1. Introduction

The advent of neural representations, such as NeRFs (Neu-

ral Radiance Fields) [38] and SDFs (Signed Distance Func-

tions) [40], has revolutionized the field of 3D modeling

by enabling the generation of remarkably realistic 3D head

models. These models have found their applications in var-

ious domains, including computer graphics, virtual reality,

and digital entertainment. The ability to create lifelike 3D

head models is crucial for many applications, ranging from

video game character design to virtual try-on experiences

and medical simulations. While contemporary techniques

have made significant strides in achieving high-quality 3D

head models, a series of challenges persist, impeding the

seamless integration of these models into real-world appli-

cations. In particular, one of the primary challenges in the

realm of 3D head modeling lies in constructing a neural rep-

resentation amenable to animation and tracking, while pre-

serving enough detail.

In particular, recently introduced implicit generative

models for 3D, such as pi-GAN [14], EG3D [15], or

1Project page is available at https://seva100.github.io/

headcraft.

https://seva100.github.io/headcraft
https://seva100.github.io/headcraft


StyleSDF [39], fit the distribution of human faces with ex-

traordinary detail, and e.g. in [7, 16], the modeled region is

extended to the whole head. To introduce the animation ca-

pabilities, these methods require ad-hoc modifications such

as introducing deformations to canonical space [8] or driv-

ing the rendering by a semantic face mask [49, 56]. The

methods mostly focused on both modeling and controlling

the geometry are typically SDF-based and require learning

a separate latent space for expressions [60], oftentimes with

the aid of deformations [26, 61]. At the same time, ap-

proaches that fit a neural representation to a ”talking head”-

style video, enable explicit articulation by introducing the

parametric model guidance [27, 64, 65].

Inspired by the combination of these ideas, in this re-

search, we introduce a generative model that allows for an-

imation and tracking and preserves high level of detail. At

the heart of our approach lies the idea of combining an ex-

plicit parametric head model (FLAME [36]) with surface

displacements complementing the low geometry detail of

the head model. FLAME is an example of a 3D Morphable

Model [10, 20] with a fixed set of vertices and fixed topol-

ogy, constructed as a linear statistical model over the heads

with point-to-point correspondence and further controlled

by shape and expression latent codes. To obtain the neces-

sary training data, we register a highly subdivided FLAME

mesh template with free vertex displacements to all 3D head

scans in the NPHM [26] dataset. To facilitate as high level

of detail in the displacements as possible, they are fitted in

two steps. First, the optimization problem is solved for vec-

tor displacements with strong regularization that penalizes

very hard for self-intersections of the deformed mesh re-

gions. Afterwards, a separate optimization step refines the

displacements only along the normals of the deformed ver-

tices, while keeping the regularization weight low. These

displacements are baked into a predefined UV layout. Fi-

nally, we train a StyleGAN2 [31] model to generalize over

this set of baked 2D displacement maps. This novel archi-

tecture allows us to operate at a resolution higher than the

conventional FLAME template, enabling the generation of

highly detailed and animatable 3D head models.

To validate the efficacy and practical utility of our ap-

proach, we evaluate it in several settings. The diversity and

fidelity of the generated 3D head meshes is quantitatively

and visually compared to other methods w.r.t. the real head

scans from the FaceVerse dataset [55], both in UV space and

rendered image space. We also explore the applicability of

our approach in fitting the latent representation of the gener-

ative model to complete or incomplete point cloud data and

demonstrate its animation and manipulation capabilities.

Our contributions are as follows:

• We introduce a two-stage registration procedure to craft

high-detail displacement maps on top of 3DMMs from

3D scanning data.

• We propose a generative model over displacement maps

to not only enhance the low-frequency geometry of

FLAME with details but also extend its shape space to

all kinds of hairstyle variations.

• We demonstrate the versatility of our method through un-

conditional sampling, interpolation, semantic hair trans-

fer, and conditioning by depth map or a complete scan.

2. Related Work

Many recent solutions to computer vision problems in-

volving human bodies are built on statistical body models.

They are the foundation for building personalized avatars

[4, 5, 25, 27, 66], motion tracking [22, 51], scan registra-

tion [26], controlling image synthesis [50], and many more.

Their line of research divides into two major branches.

Mesh-based Models. Pioneering work in the field [10] pro-

posed 3D morphable models (3DMMs) for identity, expres-

sion, and appearance representation of human faces. Their

model is built around a 3D template mesh and linear para-

metric blendshapes derived from PCAs over scan data. With

new datasets and registration procedures, their work has

been extended from faces to heads [35, 36, 42], hands [46],

full-bodies [37], or combinations of these [41, 57]. The

template mesh has a fixed topology which provides con-

sistent UV unwrapping and enables fitting to know surface

correspondences, e.g. semantic regions and landmarks. Yet,

it limits the representative power w.r.t. the overall shape

and the level of detail beyond what is provided by the tem-

plate. Downstream approaches compensate this by optimiz-

ing displacements [4, 5, 12, 27, 32, 35, 59] or additional im-

plicit geometry [13, 23] on top of the mesh. Displacements

are applied either per-vertex individually [4, 5, 27, 32] or as

a displacement map over the whole surface using the consis-

tent UV unwrapping of the template [35, 59]. Our method

follows this idea by learning a generative model over dis-

placements maps while exploiting the animation model

and surface correspondences of the underlying 3DMM. We

demonstrate that learning displacements maps on top of a

highly-subdivided template allows to model fine details and,

compared to previous works, to introduce significant shape

variations.

Implicit Models. The recent success of implicit SDFs [40]

and neural radiance fields [38] in 3D modeling has also

motivated applying them for statistical body models. Most

implicit models learn shape and appearance in a canonical

reference space [6, 26, 29, 43, 60] or as displacements on

top of an existing model [61]. For better generalization and

detail preservation, some approaches use a composition of

implicit SDFs to model the canonical space [6, 26]. Artic-

ulation and animation is modelled either directly in canoni-

cal coordinates [29, 61], through implicit deformation fields

[26, 60], explicit joints [6] or blendshape deformations bor-
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Figure 2. An overview of the method. In the registration stage, we (a) fit the FLAME template by the face landmarks to the scan from the

NPHM dataset and highly subdivide it, (b) optimize for the vertex displacements in R
3 to fit the rough geometry with strong regularizations,

(c) optimize for the scalar refinements of the displacements along the normal directions, and (d) bake the displacements into a UV offset

map.To generalize over the UV offset maps, we train a StyleGAN2 [31] model. After training, the offsets can be applied to an arbitrary

FLAME template by subdividing it and (e) querying the generated UV offset map with the (u, v) locations of the FLAME vertices.

rowed from explicit 3DMMs [56, 64]. While the afore-

mentioned methods rely on multi-view data and aligned 3D

scans, a separate line of research demonstrates that statis-

tical shape and appearance priors can also be learned from

unstructured image collections [14, 15, 39, 45, 67].

Implicit approaches do not rely on topology and shape

templates. This allows them to fit more detail and com-

plex shapes such as hair [26, 60, 61] and even glasses

[15, 39]. Yet, it prevents consistent surface correspon-

dences between different samples which need to be explic-

itly learned [6, 61]. As our approach uses a mesh-based

template, it does not suffer from these limitations and has

an explicit model for animation. Still, we are able to show

that we can provide a comparable level of detail as implicit

methods by learning high-resolution displacement maps on

top of a highly subdivided template topology.

3. Method

We describe the stages of our method in several parts. Sub-

sec. 3.1 describes the registration procedure for FLAME

with surface displacements. Subsec. 3.2 describes learn-

ing the generative model. The overview of the approach is

presented in Fig. 2.

3.1. Displacements registration procedure

The purpose of this step is to align the FLAME [36] head

template with displacements to each scan of the 3D human

head dataset. Let us consider a single scanned mesh P =
(V gt,Fgt) with vertices V gt ∈ R|V gt|×3, and faces Fgt ∈

R|Fgt|×3.

In order to find the appropriate FLAME parameters for

the scan, we follow the rigid alignment optimization proce-

dure outlined in the NPHM work [26]. This procedure re-

quires face landmarks to be known, which can be annotated

manually or, as provided with the dataset in our case, cal-

culated via 2D face landmark detectors on the projections

of the colored scans and lifted to 3D. This way, we obtain

a FLAME template, corresponding to the given scan, and

subdivide it via Butterfly algorithm [19]. We will refer to

the template after subdivision as to F = (V,F ,UF ), where

V ∈ R|V |×3 are the vertices coordinates, F ∈ R|F|×3 are

the corresponding faces, and UF ∈ R|F|×3×2 are the tex-

ture coordinates of each vertex in a triangle. Note that using

triangle coordinates instead of vertex coordinates is impor-

tant due to the presence of a seam in the FLAME model,

thus making UVs for the seam vertices ambiguous.

As FLAME basis does not represent hair or face details,

we define these in a form of vertex displacements and learn

them in two stages. During the first stage, we optimize the

loss function LStage 1(D) for additive vector displacements

DStage 1 ∈ R
|V |×3 of the vertices:

L(D,V,F , V gt|λ) = λChamfer LChamfer(V +D,V gt)

+ λedge Ledge(V +D,F)

+ λlapl Llapl(V +D,F)

(1)

LStage 1(D) = L(D,V,F , V gt |λStage 1) (2)

Hyperparameters λStage 1 = (λChamfer
Stage 1 , λ

edge
Stage 1, λ

lapl
Stage 1)

define the Chamfer matching term weight, the weight of

edge length regularization and standard Laplacian regular-

ization. In this stage, the weight of regularizations is high

in order to prevent self-intersections that can occur when re-

gressing vector displacements. Also, we only optimize the

vector displacements for the hair region.

3



O
u

rs
N

P
H

M
[2

6
]

R
O

M
E

(l
in

ea
r)

[3
2
]

P
C

A
b

as
el

in
e

Figure 3. Visual comparison of fidelity and diversity of the meshes generated by various methods. For Ours, random FLAMEs are sampled

from Gaussian distribution with statistics calculated over the NPHM dataset; same for the PCA baseline pre-fitted to our UV registrations.

Meshes from NPHM are obtained by sampling the latent codes and running marching cubes over the generated SDF representations. We

demonstrate higher variability of produced head geometry and better details than the other methods. Electronic zoom-in recommended.

In the second stage, we optimize the loss function

LStage 2(α) for displacements DStage 2 ∈ R
|V |×3 that are

only allowed to move over the normals of the previously

displaced vertices:

DStage 2 = DStage 1 +N⊙α, (3)

where N ∈ R
|V |×3 corresponds to the normals, calcu-

lated by numerical difference for vertices deformed after the

Stage 1, and ⊙ defines the element-wise product of rows of

N and elements of α (each normal ni is multiplied by the

respective amplitude αi). LStage 2(α) is expressed through

the same basic loss expression:

LStage 2(α) = L(DStage 1+N⊙α, V,F , V gt |λStage 2), (4)

while hyperparameters λStage 2 are selected with relatively

lower regularization weights. This allows for fitting high-

frequency details while maintaining the same rough shape

of the regressed shape. At this stage, we allow both hair and

face regions to deform, while subtle parts such as ears and

eyeballs are fixed from moving.

Finally, we bake the displacements DStage 2 into a UV

map U ∈ R
H×W×3 by rendering it onto the UV space with

known texture coordinates UF and triangles F .

The registration procedure is repeated for the dataset

consisting of multiple 3D scans, resulting in a set of UV

displacement maps (U1, . . . , US).

3.2. Generative model

The described registration procedure allows us to relax the

problem of 3D head geometry generation into a problem of

generation of 2D UV displacement maps, which allows us

to apply a 2D generative model. We have selected Style-

GAN2 for that purpose due to its capability of general-

izing over relatively small datasets of images [1, 30, 63]

while maintaining close-to-SoTA image generation capabil-

ities [31]. The model consists of a mapping network and a

generator network, which we will refer to as f(z) together,

where z ∈ Z ⊂ R
D is a latent code sampled from a stan-

dard normal distribution during training. The generator pro-

duces a UV offset map U = f(z), which we can apply to

an arbitrary (anyhow densely subdivided) FLAME template

4



F = (V,F ,UF ) by querying the map U with its texture co-

ordinates UF to obtain the respective vertex displacements.

We later demonstrate visually that the generated displace-

ments could be applied to an arbitrary FLAME template.

Figure 4. Comparison of the FLAME layouts. The standard, com-

monly used unwrapping for FLAME (left) features a seam corre-

sponding to the vertical line in the back of the head and pays more

attention to the facial region than to the scalp. In the hand-crafted

custom layout that we employ (right), a different seam around the

face border is selected, thus making the regions of face and scalp

separated and of similar size, which simplifies modeling complex

geometry such as long hair without breaks.

Post-processing. Since the UV map U is generated in the

UV layout that contains a seam, we expect StyleGAN to

resolve it in general, i.e. produce similar displacements in

the face and scalp region near the same seam vertex. Still,

there is no dedicated supervision during StyleGAN training

that ensures that it always happens and that the border is

preserved pixel-perfect. Because of that, before querying

the UV map U , we ensure the smoothness of the seam by

equalizing the displacements at its borders and blending the

displacements in the small vicinity inside and outside of it.

The sampling errors near the seam are fixed by filling in all

the empty space in the map with the displacements copied

from the nearest neighbor pixels in the valid regions.

4. Experiments

4.1. Training procedure

Our method is trained on the private version2 of the

NPHM [26] dataset, consisting of 6975 high-resolution

scans of 327 diverse identities captured by two 3D scanners.

For the registration procedure, we use Adam optimizer with

learning rate of 3 · 10−2 for the first stage and 3 · 10−4

for the second stage. The hyperparameters λStage 1 =

(λChamfer
Stage 1 , λ

edge
Stage 1, λ

lapl
Stage 1) equal to (2 ·103, 2 ·105, 104). For

the second stage, λStage 2 = (2 · 104, 2 · 104, 104). In the

Chamfer loss, we additionally apply correspondences prun-

ing by distance of 1.0, which defines that all the correspon-

dences between source and target with the distance more

than 1.0 in the NPHM coordinate system are automatically

discarded. This has been introduced for more consistent

gradual learning of displacements, such that at each opti-

mization step, only the nearest points affect the deformation

FID ↓ KID ↓ IS ↑ Rel. IS ↑ MMD ↓ JSD ↓ COV ↑

Ours 72.37 0.071 1.67 88.25% 6.45 21.41 47.12%

PCA 102.96 0.125 1.46 77.13% 9.96 20.68 22.12%

NPHM [26] 139.82 0.170 1.57 82.95% 7.80 19.06 46.15%

ROME [32] 169.65 0.204 1.63 86.81% 10.02 23.19 32.69%

FLAME [36] 198.85 0.262 1.13 59.86% 12.95 23.89 5.77%

Table 1. The comparison of quality and diversity of random sam-

ples generated by each of the methods. FID and KID measure the

similarity of the generated mesh renderings vs. the renderings of

the ground truth meshes in FaceVerse dataset, while IS measures

the realism of the generated renderings. 3D metrics MMD, JSD,

COV assess the similarity of point clouds sampled from generated

and ground truth meshes. For this and all other tables, MMD has

been multiplied by 103 and JSD is multiplied by 102.

learning.

For the generative model training, we use StyleGAN2

implementation with all augmentations turned off (since

they wouldn’t yield valid UV maps in our case), 8 map-

ping network layers and a high gradient penalty of 4.0. The

learning rates are 2 · 10−3 for the generator and 1 · 10−3 for

the discriminator. We train it for 72K steps with the batch

size of 8 and the resolution of the UV maps of 256× 256.

4.2. Results

Unconditional sampling. In Fig. 3, we compare the dif-

ference in details and diversity of the unconditional sam-

ples produced by our method to the ones produced by

NPHM [26] and ROME [32] methods. Additionally, we

compare it to the PCA baseline, whereas PCA linear basis

is fitted to our UV displacement maps, and provide the num-

bers for random FLAME samples without added displace-

ments as a reference. For Ours, PCA baseline and ROME, a

FLAME with random shape, expression and jaw parameters

are sampled from a Gaussian for every head mesh, in accor-

dance with the statistics precalculated over the NeRSem-

ble dataset [34]. While NPHM, PCA baseline, and Ours

have been fitted to exactly the same training dataset, for

ROME, the authors’ provided checkpoint has been used.

For ROME, we sample the FLAME displacements from a

linear model provided by the authors of ROME as the sam-

pling strategy proposed by the ROME authors. Visually, we

observe both higher diversity and better representation of

hair details than for all baselines. The details of the facial

region are generally the sharpest for ROME, PCA baseline,

and Ours, due to the use of the FLAME template.

In Table 1, we also quantify the level of detail and vari-

ety of the generated meshes w.r.t. the full head scans from

the FaceVerse dataset [55] that has not been used for train-

ing. The comparison is performed in two ways. Firstly,

2The private version was provided to us by the authors of NPHM [26]

and is going to be released to the public. The public version, available at

the time of the publication, is roughly a 30% subset of the private version.
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to evaluate the visual plausibility of the generated geome-

try, we render 2195 ground truth meshes from FaceVerse

and the same number of meshes generated by each method

with highly metallic material from eight distinct viewpoints,

uniformly sampled along the circular trajectory in the hori-

zontal plane. The FID [28] and KID [9] perceptual metrics

are calculated for all generated and ground truth renderings

from a given viewpoint and then macro-averaged over eight

viewpoints. Inception Score (IS) [47] evaluated the realism

of the generated renderings. Because of that, we also report

the relative IS as a percentage of the reference IS calculated

for the ground truth renderings.

Secondly, we compare the distributions of point clouds

sampled from the generated and ground truth meshes. To do

that, we sample 10K points from each of the 2195 generated

and the same number of ground truth meshes and calculate

several 3D similarity metrics. Jensen-Shannon Divergence

(JSD) is evaluated by comparing the distributions of gen-

erated and ground truth points, splat into a voxel grid (in

our case, of 5123 voxels). Minimum Matching Distance

(MMD) is a measure of 3D object realism that, for each

ground truth sample, involves evaluating the distance to the

most similar sample in the generated set. Similarly, Cov-

erage (COV) indicates the percentage of the ground truth

samples, for which the nearest neighbor among all ground

truth and generated samples falls into the generated set. The

detailed mathematical description of each of the 3D met-

rics we report can be found in [21, 58]. In addition, we

demonstrate how much the generated samples deviate from

the NPHM training set in Fig. 5. The nearest neighbor scan

is found by comparing the generated UV map to the UV

maps comprised of registered ground truth displacements

for all training scans by L2 distance over the scalp region.

The results in Table 1 indicate that the renderings from

our method appear more realistic than of the other meth-

ods, with either PCA baseline or NPHM performing similar

according to different subsets of the metrics. Close promix-

ity to NPHM by MMD, COV, JSD could be explained by

training on exactly the same dataset.

Ablating over the choice of the UV layout. We assess the

effect of a manually hand-crafted UV space for FLAME

on the quality of generations in Fig. 6. As observed, mov-

ing the seam from the vertical middle line, as in the stan-

dard UV layout for FLAME, to the face border, allows us to

model more consistent and complex geometry without large

distinction between a left and a right part.

Ablating over the choice of the generative model archi-

tecture. We compare StyleGAN to other state-of-the-art

generative model architectures, namely of VAE [33] and

VQ-VAE [53] family, with ResNet-18 encoder and decoder.

For VQ-VAE, the sampling from the latent space is imple-

mented via training PixelCNN autoregressive model [52].

The results are presented in Table 2 and in Fig. 7.

Generated Nearest Generated Nearest

Figure 5. Randomly generated samples from HeadCraft and the

corresponding nearest neighbors in the NPHM dataset among the

scans used for training.
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Figure 6. Ablation over the choice of the UV layout. Our method

utilizes custom UV layout that allows us to model more consistent

geometry by mitigating seam artifacts, as seen from the back view

here. Layouts are shown in Fig. 4.

FID ↓ KID ↓ IS ↑ Rel. IS ↑ MMD ↓ JSD ↓ COV ↑

Ours 72.37 0.07 1.67 88.25% 6.45 21.41 47.12%

VAE [33] 108.91 0.13 1.66 87.79% 6.79 21.65 42.31%

VQ-VAE [53] 125.65 0.15 1.62 85.94% 7.96 21.88 38.46%

PCA 102.96 0.13 1.46 77.13% 9.96 20.68 22.12%

Table 2. Ablation over the generative model design. VAE and

VQ-VAE follow the ResNet-18 encoder and decoder architecture,

while Ours is based on StyleGAN2. We also include PCA baseline

scores here as a reference.

Behavior of the registration procedure. In Fig. 10, we

demonstrate the advantage of the two-stage registration pro-

cedure, described in Subsec. 3.1, over omitting one of the

stages. As can be seen, keeping only the vector displace-
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ment optimization results in too rough shape, and relax-

ing the regularization constraints yields significant artifacts

such as self-intersections and spikes. Running the nor-

mal displacement stage without any preliminary vector dis-

placement stage performs similarly to our two-stage proce-

dure but produces artifacts for long hair that does not triv-

ially project onto the surface. In turn, it can produce the

mappings between template vertices and scan vertices, in-

consistent across various samples for the long hair parts.

4.3. Applications

Fitting the latent code to a depth map. Our model can act

as a prior for completing the partial observations, e.g. when

they come from a depth sensor. To evaluate the performance

of the model in that scenario, we demonstrate the comple-

tion capabilities of the model over a number of scans from

NPHM corresponding to the subjects unseen during train-

ing. For each of these scans, we project their depth onto

random viewpoints in the frontal hemisphere and project it

back to 3D to construct partial point clouds. To obtain a

partial UV map to be completed, we run our registration

procedure with a few modifications to fit a part of the scan.

Namely, we only fit the points within the convex hull of the

partial point cloud, apply stronger edge length regulariza-

tion weight, and constrain the points at the border of the

allowed region from moving. The final mask of observed

UV texels is refined by only selecting those points that turn

out to be close to the partial point cloud. Finally, a latent

code of HeadCraft explaining the partial UV map is found

via StyleGAN inversion techniques. More technical details

of the partial registration and inversion are provided in the

Supplementary [3]. The fitting quality can be evaluated by

the visual comparison in Fig. 8.

VAE VQ-VAE

Figure 7. Ablation over the generative model design. VAE and

VQ-VAE both follow the ResNet-18 encoder and decoder archi-

tecture, while our method is based on StyleGAN2. The results

from VAE and VQ-VAE match the diversity of the training data

but not the level of detail and handle the UV seam worse.

The capabilities of fitting the model to the full scan,

e.g. created from Structure-from-Motion (SfM), are demon-

strated as a part of the semantic editing experiments in

Fig. 11 (top rows, the result of the latent fitting to each of

the scans, λ = {0, 1}).

Animation. The decomposition of the parametric model

Figure 9. Demonstration of the animation capabilities of the

model. Each of the sequences is created by taking FLAME shape

parameters, expression, jaw, and head pose parameters from a se-

quence from NeRSemble dataset [34], subdividing the template,

and applying randomly generated displacements from HeadCraft.

and the displacements allows us to animate the complete

head model. In our experiments, we take real multi-view

video sequences with talking people from the NeRSemble

dataset [34] and obtain shape, expression, jaw, and head

pose parameters for each time frame of the speech by run-

ning a FLAME tracker for each sequence. For each of the

sample shapes, estimated from the sequences, we reenact

the corresponding FLAME with estimated expression pa-

rameters, subdivide the template and query a randomly pre-

sampled UV displacement map from HeadCraft. Since the

template is also deforming over time, we rotate the displace-

ments according to the changing surface normals of the tem-

plate. More results are demonstrated in Fig. 9 and in the

Supplementary Video.

4.4. Analysis

Interpolation between the displacements. In Fig. 11, we

show how interpolating the latent code of our generative

model influences the change of the geometry. Further inter-

polations are presented in the Supplementary Video.

Hair transfer from one scan to another. Access to the

shared UV space allows us to modify the geometry seman-

tically. In Fig. 11, the transfer of the scalp region from

one ground truth NPHM scan, unseen during training, to

the other is shown. The transfer is performed via fitting the

latent representation of HeadCraft to the driver scan (the

source of displacements) and feeding it to the model. The

extracted displacements are later applied to the source scan.
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Depth Completion Ground truth Depth Completion Ground truth

Depth Ours NPHM Gr. truth Depth Ours NPHM Gr. truth

Figure 8. Demonstration of geometry completion aided by the HeadCraft model. Here, we extract depth maps from scans from the NPHM

dataset, unseen during training, and try to complete them by finding the appropriate latent representation of StyleGAN. As a necessary

intermediate step, we first apply our registration procedure to the partial point cloud to locate the points in the UV space of the template.

The optimal latent is found by minimizing the discrepancy of the complete UV map and registered partial UV map in the observed regions.

HeadCraft is also capable of estimating plausible details for a very sparse point cloud (1% of # points) – see the last row.

(a) Stage 1 (b) Stage 2 (c) Stage 1, (d) Ours

only only λ = λStage 2

Figure 10. Ablation over the one-stage vs. two-stage registration.

Leaving only the vector displacements stage (a) yields too smooth

geometry, and learning them only along the normals (b) introduces

unnecessary spikes – just like running the first stage with weaker

regularization (c).

5. Discussion

In this work, a generative model for 3D human heads is pre-

sented. We demonstrate the efficacy of the hybrid approach

involving an underlying animatable parametric model and

a neural vertex displacement modeller. Most importantly,

our method allows to model high-quality shape variations

while maintaining the realistic animation capability, and the

inversion framework allows us to find a suitable latent rep-

resentation to either represent a full head scan or a part of it

that could come from e.g. the depth sensor. A direction of

the possible future work could be focused on incorporating

Interpolation

parametric
template

driving 
person

Figure 11. Semantic editing. Interpolating the latent represen-

tations of HeadCraft allows us to smoothly change the person’s

appearance from one to another. To do that, we fit the latent codes

for two real scans in the NPHM dataset (brown, top rows), unseen

during training, and blend them together with a λ weight. Like-

wise, we can transfer hair geometry from one person to another.

an appearance model for color and material-based relight-

ing and a physical model of hair movement, based on, for

instance, hair strands, to support more realistic animation.

8
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[21] Ziya Erkoç, Fangchang Ma, Qi Shan, Matthias Nießner,

and Angela Dai. HyperDiffusion: Generating implicit

neural fields with weight-space diffusion. arXiv preprint

arXiv:2303.17015, 2023. 6

[22] Yao Feng, Haiwen Feng, Michael J Black, and Timo Bolkart.

Learning an animatable detailed 3d face model from in-the-

wild images. ACM Transactions on Graphics (ToG), 40(4):

1–13, 2021. 2

[23] Yao Feng, Weiyang Liu, Timo Bolkart, Jinlong Yang, Marc

Pollefeys, and Michael J. Black. Learning disentangled

avatars with hybrid 3d representations. arXiv, 2023. 2

[24] Steven Fortune. Voronoi diagrams and delaunay triangula-

tions. In Handbook of discrete and computational geometry,

pages 705–721. Chapman and Hall/CRC, 2017. 13

[25] Guy Gafni, Justus Thies, Michael Zollhöfer, and Matthias
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A. Method: Technical Details

A.1. Displacement registration procedure

Here we explain the procedure in more detail. The vertices

and displacements are modeled in the NPHM coordinate

system, aligned with the scans, and the scaling of 30× ap-

plied. The implementation of Butterfly subdivision of the

FLAME template from MeshLab [17] was used. The pa-

rameters of the subdivision are constant across the scans

and equal to 3 subdivision iterations with a threshold of

42.5. The subdivision produces around 100K vertices and

200K triangles for the original template consisting of 5023

vertices and 9976 triangles and smooths the surface. The

description of the optimization problem features individ-

ual loss terms. The expanded expression for the terms are

as follows. The Chamfer term LChamfer(P1, P2) quantifies

the distance between the point clouds P1 ∈ R
|P1|×3 and

P2 ∈ R
|P2|×3 is supposed to be differentiable w.r.t. the

points of P1. In our work, we apply the version pruned

by the distance of the correspondences, i.e. when the Eu-

clidean distance between point and its matched version ex-

ceeds the predefined threshold d, this correspondence is not

accounted in the loss term.

LChamfer(P1, P2) =

1∑
p∈P1

[d(p, nn(p, P2)) ≤ d]
·

·
∑

p∈P1

(d(p, nn(p, P2)) · [d(p, nn(p, P2)) ≤ d])

+
1∑

p∈P2
[d(p, nn(p, P1)) ≤ d]

·

·
∑

p∈P2

(d(p, nn(p, P1)) · [d(p, nn(p, P1)) ≤ d]) ,

where d(·, ·) stands for the Euclidean distance between two

points in space and nn(p, P ) = argmin
p′∈P

d(p, p′) is the near-

est neighbor of p in a point cloud P .

Edge length regularization is defined as follows.

Ledge(V,F) =
1

|E|

∑

(ea,eb)∈E

d2(Vea , Veb), (5)

where E = E(F) is a set of graph edges derived from the

faces F . To construct it, we consider each face bringing

three new edges and later leave only the unique edges in E.

Laplacian term is defined as the Euclidean distance be-

tween the vertex and its neighbors, which can be efficiently

calculated via computing sparse Laplacian L = L(V,F) of

the graph:

Llapl(V,F) =

√

∑

v∈V

‖Lv‖22 (6)

The outer norm is used instead of e.g. L1 averaging

to enforce the uniform smoothness of the mesh and avoid

spikes that tend to appear otherwise (see, e.g., the docu-

mented example in PyTorch3D [44] repository).

During the vector displacement stage, only the scalp

region (defined by the semantic mask shipped with

FLAME [36]) is optimized. During the normal displace-

ment stage, we also unfreeze the facial region but keep the

neck, eyeballs, ears and inner mouth region frozen (the lat-

ter is annotated manually in Blender [18] package and is

frozen because of its absence in the ground truth scans, as it

is placed fully interior). Each stage takes around 3 min for

1K steps on a single NVIDIA RTX 2080 Ti GPU. We used

the PyTorch3D [44] functions for implementation of all the

loss terms.

In Fig. 12, we show how the seam was annotated for the

custom UV layout. The Blender [18] 4.0 package was used

for annotation.

Standard UV Custom UV

Figure 12. Demonstration of the custom UV seam annotation.

Standard UV corresponds to the UV space shipped with the

FLAME model. Custom UV stands for the handcrafted layout em-

ployed in our pipeline. This layout simplifies learning sophisti-

cated shape variations such as long hair in a consistent way.

The displacement vectors entries typically belong to the

[-2, +2] range, while some large shape variations (e.g. a

pony tail) can introduce the offsets into a large range up to

[-20, +20]. We clip any displacements, obtained after full

registration, to the [-20, +20] range. As the last step, the dis-

placements are rendered in UV space, and each UV map is

saved as uint16 image files linearly renormalized from [-20,

+20] to [0, 216 − 1]. Saving in uint16 (double-byte inten-

sity value) instead of the widely used uint8 (single-byte in-

tensity value) is important, since most of the displacements

vector entries are concentrated around the small neighbor-

hood of zero and the precision can be lost when renormal-
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izing from [-20, +20] to [0, 28 − 1] instead and discretiz-

ing. Saving UV maps as raw files would otherwise facili-

tate much slower training of the generative model due to the

time-consuming loading and memory usage overhead.

A.2. Generative model

For training StyleGAN, we used the stylegan2-ada-

lightning implementation with ADA and augmentations

turned off and the following hyperparameters:

latent dim # layers (z → w) G lr D lr

512 8 0.002 0.001

λgp λplp img size batch size

4.0 2.0 256× 256 8

The model was trained on four NVIDIA RTX 2080 Ti

GPUs. For training of the StyleGAN, we replaced the facial

part of the registered UV maps of subjects in the NPHM

dataset with the corresponding facial part from the neutral

expression scan of the same person. This has been done to

better support various expressions We also found it bene-

ficial to disable the StyleGAN noise, typically injected into

the generator, for the face part of the UV map, to smooth out

the generated facial displacements relative to the scalp dis-

placements that normally require higher level of detail. For

the scalp region, the StyleGAN noise is constant, initialized

separately for each generator layer before training.

Post-processing. The non-smoothness of the seam is miti-

gated in two ways, which are described in more detail here.

The first step is blending the displacements. To do that, we

analyze the UV coordinates of the triangles in the custom

layout UF and find the triangles, for which at least one of

its vertices lies on the seam. These are the triangles, for

which some of the UV coordinates belong to the left part

of the UV map (scalp) and some belong to the right part

(face). This also provides us with the texel (i.e. UV map

pixel) correspondence between the seam vertices. To softly

blend the vertices inside the scalp region (left part of the

UV map) near the seam, we first copy the displacements

from the seam texels on the right to the respective texels

on the left. Then, we compute the coordinates of the re-

spective nearest seam texel from all texels inside the scalp

region by applying distance transform algorithm [48]. In

the vicinity of 10 texels from the seam (in any direction in-

side the region), we softly blend the displacements between

the original and the seam ones:

U [i, j] :=
10− dist to seam[i, j]

10
U [nni[i, j], nnj [i, j]]

+
dist to seam[i, j]

10
U [i, j],

for all (i, j) in the 10-texel vicinity of the seam,

where (nni[i, j], nnj [i, j]) stands for the closest found seam

texel to (i, j) and dist to seam[i, j] stands for the distance

to it. The same procedure to applied vice versa: the seam

displacements from the left are copied to the face region

border and blended softly inside the face region.

The second step is aimed to fix the sampling errors that

can occur when sampling a generated UV map. To do that,

we again calculate the distance transform, this time for the

empty space in the UV map (regions corresponding to no

useful information). This way, the nearest to the seam texel

is found for each texel of the empty space, and we copy

the displacement from the nearest seam texel into this texel.

Effectively, this replaces the empty space with the Voronoi

diagram [24] of proximity to the seam, with displacements

from the seam occupying each region of the diagram. As a

result, when the displacements are being sampled from the

UV map with the empty space filling procedure applied in

advance, no UV coordinates fall into the space where no

displacements are set. In case of hitting the space that was

previously empty, the displacement attains a value close to

the nearest displacement at the seam.

B. Results: Technical Details

Unconditional sampling. In Fig. 13, we provide more un-

conditional samples from our model from different view-

points. All the samples have been produced by sampling

z ∈ N (0, I) with a truncation trick [11] with the power

ψ = 0.7. For the evaluation in the Table 1 in the main text,

the implementation of the metrics MMD, JSD, COV from

PointFlow [58] was used. Since FaceVerse contains sam-

ples grouped by subjects, the nearest neighbor of a ground

truth scan is typically a scan of the same subject with a

different expression. Because of that, we only select one

ground truth sample per subject (with the same neutral ex-

pression for all subjects) to calculate COV. All FaceVerse

scans are used to calculate MMD and JSD. As a distance

measure between individual point clouds, aggregated over

multiple observations in MMD and COV, we use Chamfer

Distance (CD).

Ablating over the choice of the generative model archi-

tecture. The VAE used in our experiments is based on the

Lightning Bolts library. The encoder follows the ResNet-

18 architecture consisting of blocks of 2 convolutions each,

with every second convolution with a stride of two (starting

from the third) to downsample the activations spatially the

increasing number of channels (64 in the first two blocks,

then 128, 256, 256, 256, 512, 512 in the next blocks, re-

spectively). The Lightning Bolts implementation adds two

fully-connected layers on top of the encoder (one for the

µ and one for the σ prediction). The dimension of the la-

tent space equals 512. The decoder follows the architecture

symmetric to the encoder, where the stride two for some
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convolutions is replaced with a nearest-neighbor 2x upscal-

ing.

For VQ-VAE implementation, we used the imple-

mentation of the VQ layer from vector-quantize-pytorch.

Pixelcnn-pytorch served as a basis for the PixelCNN sam-

pler implementation. Similarly to VAE, ResNet-18 encoder

and decoder were used, with the exception that fewer down-

sampling operations have been used: they were introduced

at each second layer (starting from the third), not each first

layer. This is introduced to maintain a trade-off between the

autoencoder quality and sampling ability, i.e. not to make

PixelCNN operate in a too small latent space. The spatial

resolution of the bottleneck is 32 × 32, which we found to

be optimal, as the sampling performance of PixelCNN de-

grades from the top-left corner to the bottom-right corner

and it is very noticeable already at the 64 × 64 bottleneck

spatial resolution. The number of channels is 64, 128, 128,

32 for each two consecutive blocks, respectively. VQ-VAE

is trained for 10K steps with batch size of 8, which we found

to be enough to reach the sufficient visual quality of autoen-

coding. To facilitate the sampling, we obtain a dataset of

VQ indices and learn PixelCNN to autoregressively sample

from those for 200 epochs with a batch size of 32.

Behavior of the registration procedure. In Fig. 14, 15, 16,

17, we show how the mesh deforms as a result of the vector

displacements optimization and normal displacements opti-

mization.

Consistency of registrations. In Fig. 19, we demonstrate

the analysis as to which template vertices are selected by the

registration procedure to cover various regions of different

meshes. Since we know the UV coordinates of all template

vertices, this can be done by rendering the meshes with a

UV checker texture image. Note that the long hair parts,

such as pony tails, are mostly explained by the same regions

of the layout as the vertices they originate from.

B.1. Applications

Fitting the latent code to a full scan. To fit the latent

to the complete head scan, we have to apply preliminary

steps, similar to the ones used to construct the training set.

Firstly fit the FLAME to the scan, then apply our registra-

tion procedure to get a UV map Ugt. After that, we fit a

w ∈ W+ ⊂ R
16×512 latent code for the StyleGAN gener-

ator g(w) : W+ → R
H×W×3 to satisfy the following loss

terms:

Lfull
opt (w|Ugt,λ)

= λLPIPS · LPIPS(g(w), Ugt)

+ λL1 · L1(g(w), Ugt),

where L1(·, ·) is an average pixel-wise L1 distance between

two images and LPIPS(·, ·) corresponds to the LPIPS

score [62]. To calculate LPIPS, we cut the 256 × 256 UV

maps (both predicted U = g(w) and ground truth Ugt into

sixteen 64×64 patches, evaluate LPIPS between the respec-

tive patches of U and Ugt, and average the obtained sixteen

scores. The parameters of the loss equal to λLPIPS = 0.1 and

λL1 = 3. The loss is being optimized via Adam algorithm

with the learning rate of 10−2 for 1K steps. The w is initial-

ized as the average latent predicted by the trained StyleGAN

mapping network, evaluated over 105 codes z ∈ N (0, I).

Finally, we optimize for the StyleGAN noise (only for

the scalp region of the UV space) to better fit the tiny de-

tails of the map Ugt. This step can be omitted in practice

if fitting very high-frequency details is not required. Ex-

actly the same loss terms are being optimized, this time not

with respect to w but with respect to the StyleGAN noise

tensors of all generator layers, while w remains fixed. The

optimization is again carried out by Adam with the same

learning rate and number of steps.

Fitting the latent code to a depth map. Fitting the la-

tent representation to represent a partial observation poses

a more challenging problem than trying to represent a full

scan, since the resulting displacements must both resem-

ble the original point cloud and complete it in a realistic

way. This requires several changes to the fitting pipeline,

described next.

Firstly, prior to applying the registration procedure to

register part of the cloud P in the UV space, we identify

the mask of points m ∈ {0, 1}|V | that are allowed to be

offset by selecting only the points within the convex hull

of the point cloud, expanded by 1.5x from its center to

account for the possible important regions missing in the

point cloud. The points below a certain horizontal plane

are not accounted for when estimating the convex hull to

disregard the shoulders and clothing, usually featured in

NPHM raw scans. The level of the horizontal plane is se-

lected as a 30% quantile of the coordinates of the points

along the vertical axis. Masking out the points too far from

the convex hull of the point cloud is especially important

when the point cloud covers the minority of the geome-

try (e.g. if it is coming from a single depth map), since

in this case, these points tend to pull in to cover the parts

that the points inside the hull cannot explain (e.g. due to the

regularizations), and this results in a non-plausible shape.

For the registration procedure itself, stronger regularization

parameters for the first stage have been selected, namely

λStage 1 = (λChamfer
Stage 1 , λ

edge
Stage 1, λ

lapl
Stage 1) = (2·103, 8·105, 105).

The correspondence pruning threshold, on the contrary, is

raised to 10.0 for the first stage to allow the points to move

farther while maintaining higher smoothness of the overall

geometry due to stronger regularizations. For the second

stage, the threshold is on the contrary reduced to 0.1 to pe-

nalize for large false movement of points along the template

normals to explain the individual points of the cloud.
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At the end of the registration, we refine the mask of

the points by only selecting those of them that are suffi-

ciently close to the fitted point cloud: mfinal
i = mi · [d(vi +

DStage 2,i, nn(vi + DStage 2,i, P )) ≤ t], where t defines the

proximity threshold, and its optimal value depends on the

sparsity of the cloud. For the point cloud formed from a

dense depth map, we set t = 0.1, and for a sparse cloud

with only 1% points of the original depth map left, we set

t = 0.3. The regressed displacements and the mask are sep-

arately baked in the UV map as two independent images,

3-channel real-valued U and 1-channel binary M , respec-

tively. In Fig. 18, we demonstrate the typical result of the

partial registration stages.

Another important change lies in the latent fitting pro-

cedure. In our observations, the optimization of w ∈ W+
latent code works great for the visible part but tends to pro-

duce displacements closer to the average shape for the non-

visible part. We explain it by not strong enough supervision

from the prior during fitting in W+ space. To mitigate that

effect, we first fit the z ∈ Z ⊂ R
D latent code of the Style-

GAN mapping network map(z) : Z → W+, obtain the

respective w = map(z) ∈ W+ and regress the delta to

the w code: ∆w. We found that optimizing z code yields

much better, yet rougher result of completion, and refining

the map by regressing the ∆w greatly improves fitting of

the details.

In more detail, during the first z optimization step, we

optimize the following loss:

Lz
opt(z|Ugt,λ)

= λLPIPS · LPIPS(g(map(z)) ·M,Ugt ·M)

+ λL1 · L1(g(map(z)) ·M,Ugt ·M),

Similarly to the Lfull
opt , we use λLPIPS = 0.1 and λL1 = 3.

The z is initialized from N (0, I) and further optimized by

Adam with the learning rate of 10−2 for 500 steps. Here and

further, LPIPS(·, ·) and L1(·, ·) follow the same expressions

as for the full scan fitting.

During the second ∆w optimization step, we optimize a

similar expression with a few additional terms:

L∆w
opt (∆w|z, Ugt,λ)

= λLPIPS · LPIPS(g(map(z) + ∆w) ·M,Ugt ·M)

+ λL1 · L1(g(map(z) + ∆w) ·M,Ugt ·M)

+ λLPIPS
preserve · LPIPS(g(map(z) + ∆w) · (1−M),

g(map(z) · (1−M))

+ λL1

preserve · L1(g(map(z) + ∆w) · (1−M),

g(map(z)) · (1−M))

+ λface‖g(map(z) + ∆w) ·M face‖1,

where M face is a predefined mask of the face region in the

UV space, reduced to the circle including the eyes, nose and

mouth.

The third and second “preserve” terms are introduced

to not let the map guided by the ∆w optimization deviate

much from the output corresponding to the regressed z in

non-visible regions, which is essential due to the tendency

of convergence to the average shape there when optimizing

in the W+ space. λLPIPS = 0.1 and λL1 = 3 remain the

same as before, and λLPIPS
preserve = 0.01 and λL1

preserve = 0.3 are

selected 10× less. The last regularization term is introduced

to avoid hallucinations in the facial region that otherwise

become visually apparent in the non-visible region of the

map even in case of relatively small high-frequency incon-

sistency. λface is set to 10
256 . The optimization is carried out

by Adam with the same learning rate of 10−2 for 500 steps.

The ∆w is initialized with zeros.

Finally, we optimize the StyleGAN noise to improve the

details in the visible part. Despite that we consider this

step optional, we found that it helps reconstruct more detail

even for a sparse cloud. We optimize the same expression

as Lz
opt, with the difference that it is only being optimized

w.r.t. the StyleGAN noise tensors (only in the scalp region).

The only modification is the introduced regularization that

equals to the sum of the noise tensors L2 norms. The opti-

mization is carried out by Adam with the same learning rate

of 10−2 for 500 steps. The coefficient of this regularization

is equal to 10−5.

In the Supplementary Video, we demonstrate more re-

sults of fitting the latent to the point clouds with different

sparsity.

Animation. Here we expand on more details regarding ap-

plying displacements to a template, deforming over time.

Compared to the simple unconditional scenario, where the

displacements are also applied to a certain FLAME tem-

plate, we have to introduce two key differences.

First, as mentioned in Subsec. A.1, to apply the displace-

ments to the template, we apply Butterfly subdivision, the

MeshLab implementation of which also smooths the sur-

face. However, the result of Butterfly is not consistent over

various FLAME templates and yields a bit different number

of vertices every time. To solve that, we come up with con-

sistent subdivision, i.e. the way to construct the same topol-

ogy for every FLAME. To do that, we first apply Butterfly

subdivision to an arbitrary scan, and for each vertex after

the subdivision, we find which triangle of the original tem-

plate it belongs to and the barycentric coordinates w.r.t. that

triangle. Later, for every new template, the locations of the

subdivided vertices are evaluated based on these triangles

and barycentric coordinates. To handle the seam accurately,

we consider each vertex of every triangle after subdivision

individually, thus accounting for the duplicate vertices.

An artifact of such procedure is that the smoothness of
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the surface, introduced in the MeshLab implementation of

Butterfly subdivision, cannot be trivially transferred onto

a new mesh this way. Because of this, the surface nor-

mals remain the same within the large triangles of the orig-

inal template even after the subdivision, creating a non-

appealing “tiling” effect. To mitigate that, we apply Lapla-

cian smoothing [54] in its classical version to smooth the

surface. In order to account for important subtle parts, we

apply a different number of Laplacian smoothing iterations

to different regions, namely, 3 times to the lips region, 5

times to the face skin (face except mouth, eyeballs and eye

surroundings), and 10 times to the scalp and the neck. Since

the realism of mouth, ears, and eyeballs is important for an-

imation, they remain intact.

Second, as mentioned in the main text, we rotate

the displacements according to the rotation of the sur-

face normals of the template. To do that, we first es-

timate the local basis of the TBN space [2] for each

FLAME in a sequence. This basis defines the nor-

malized tangent t
k

i
, bitangent b

k

i
, and normal n

k

i
, pre-

estimated for the i-th vertex of the FLAME template

F k = FLAME(shape, expk, jawk, headposek). In addi-

tion, we estimate the TBN basis (tneutral
i

, bneutral
i

,nneutral
i

) for

a FLAME, corresponding to the same person and a neutral

expression and pose F neutral = FLAME(shape,0,0,0).
The displacements D, queried from the generated UV map

U , are first transferred from the object space into the neutral

TBN space:

DTBN =
(

(tneutral
i

· di), (b
neutral
i

· di), (n
neutral
i

· di)
)|D|

i=1

Then, for each of the sequence frames, we transfer them

into object space, this time w.r.t. the TBN basis of the given

frame:

D
object

k =
([

t
k

i
b
k

i
n

k

i

]

· dTBN
i

)|D|

i=1

(the t
k

i
, bk

i
, nk

i
, dTBN

i
vectors above treated as columns).

More examples of animations can be found in the Sup-

plementary Video.
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Figure 13. Additional results of the diversity and level of detail of the unconditionally sampled generations from HeadCraft. The genera-

tions are obtained by randomly sampling z ∼ N (0, I) latent code of the generative model. The displacements, returned by the model, are

applied to the random FLAMEs sampled from Gaussian distribution with statistics calculated over the NPHM dataset.
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Figure 14. Additional demonstration of the two-stage registration. Stage 1 corresponds to the vector displacements regression; Stage 2 – to

the refinement of the displacements along the normals. The second stage significantly improves the level of detail and allows us to match

the high-frequency component of the scans, such as strands and subtle face features.
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Figure 15. Additional demonstration of the two-stage registration. Stage 1 corresponds to the vector displacements regression; Stage 2 – to

the refinement of the displacements along the normals. The second stage significantly improves the level of detail and allows us to match

the high-frequency component of the scans, such as strands and subtle face features.
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Figure 16. Additional demonstration of the two-stage registration. Stage 1 corresponds to the vector displacements regression; Stage 2 – to

the refinement of the displacements along the normals. The second stage significantly improves the level of detail and allows us to match

the high-frequency component of the scans, such as strands and subtle face features.
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Figure 17. Additional demonstration of the two-stage registration. Stage 1 corresponds to the vector displacements regression; Stage 2 – to

the refinement of the displacements along the normals. The second stage significantly improves the level of detail and allows us to match

the high-frequency component of the scans, such as strands and subtle face features.
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Figure 18. Demonstration of the stages of the partial registration procedure required to fit a part of the scan. The key difference between

this procedure and the standard registration used to generate training data for HeadCraft is in the presence of only a part of the scan, e.g. a

point cloud coming from the depth map. To overcome that obstacle, the displacements are being estimated only in the convex hull of the

point cloud, and are subsequently filtered out by a separate mask mfinal, leaving only the displacements close enough the ground truth scan

(others are nullified in this visualization).
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Figure 19. Consistency analysis of the registration. We demonstrate which template vertices are offset with the registration procedure to

cover various regions of different meshes. Since we know the UV coordinates of all template vertices, this can be done by rendering the

meshes with a UV checker texture image. For clarity of the visualization, the texture is applied to the standard FLAME layout. Note that

the long hair parts, such as pony tails, are mostly explained by the same regions of the layout as the vertices they originate from.
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